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Abstract—Software-defined networking (SDN) is a dynamic, adaptable, controllable and flexible network architecture. It provides an extensible platform for delivery of network services, capable of responding quickly to service requirement changes. As a result, SDN has become a suitable scenario for the application of techniques and approaches for improved infrastructure management, such as policy-based management (PBM). In PBM, using techniques such as refinement, a high-level policy – e.g., specified as a service level agreement (SLA) – can be translated into a set of corresponding low-level rules, enforceable in various elements of a system. However, when using SLAs, their translation to low-level policies, e.g., for controller configuration, is not straightforward. If this translation is not done properly, the controller may not be able to meet the implicit requirements of the SLA, failing to satisfy the goals described in the high-level policy. This paper proposes a novel approach towards SLA policy refinement for quality of service (QoS) management (based on routing) in software-defined networking. It consists of an initial manual process performed by an administrator, followed by an automatic policy refinement process executed by an OpenFlow controller. As a result, our approach is capable of identifying the requirements and resources that need to be configured in accordance with SLA refinement, and can successfully configure and execute reactive dynamic actions for supporting dynamic infrastructure reconfiguration.
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I. INTRODUCTION

For many years, organizations have been employing management strategies for dealing with the scale and computational complexity of their Information and Communications Technology (ICT) infrastructures [1]. Software-defined networking (SDN) is a dynamic, adaptable, controllable and flexible network architecture. It provides an extensible platform for delivery of network services, capable of responding quickly to service requirement changes. SDN facilitates network operations based on the idea of controlling and programming the behavior of network devices, where the rules for packet forwarding can be controlled by software applications developed independently from the hardware [2]. SDN enables the deployment of network applications that perform sophisticated traffic monitoring and traffic processing. This allows an effective way for providing dynamically – and at runtime – services that support, for example, quality of service (QoS) reconfiguration, access control and load balancing.

SDN is characterized by a centralized control plane, which allows moving part of the decision-making logic of network devices to external controllers [3]. This characteristic provides the controller device with the ability to have an overall view of the network infrastructure, thus becoming aware of network elements and network characteristics. As a result, SDN has become a suitable scenario for the application of techniques and approaches for improved infrastructure management, such as policy-based management (PBM). Policies can be analyzed and modified as necessary at different levels of abstraction, without changing the functionality implemented in network devices. The behavior of certain features can be modified without changing the code or the implementation of the system, or even, without manual intervention. In addition, at runtime, policy rules can be triggered by conditions monitored in the network, thus providing support for the adaptive reconfiguration of devices enforcing these rules.

Several approaches [4], [5], [6], [7], [8], [9], [10] have been using policies to introduce control rules that govern the operation of SDN. Most of these approaches use rules created directly in a low-level notation, and the rules are introduced straight into the controller. However, when using service level agreements (SLAs), their translation to low-level policies, e.g., for controller configuration, is not straightforward. If this translation is not done properly, the controller may not be able to meet the implicit requirements of the SLA, thus failing to satisfy business level goals. To address this issue, our goal is to develop techniques for policy refinement, where a high-level policy specification can be translated into a set of corresponding low-level policies, which are deployed in various elements of a network [11]. Thus, controllers can be configured with the specific objectives, written in a low-level language (device rules), that accurately satisfy the high-level policy goals. The use of PBM and especially policy refinement has been historically investigated [12]. Although there have been some promising developments in the area of policy analysis, policy refinement is a nontrivial process and it remains to a large extent a much neglected research area.

This paper proposes a novel approach to SLA policy refinement for QoS management (based on routing) in SDN. Our approach is based on an initial manual process performed by an administrator, followed by an automatic policy refinement process executed by an OpenFlow controller. Therefore, our
proposed approach is able to identify properties and characteristics of applications that require QoS. This is accomplished by following the specifications of the high-level SLA policies, and refining them into low-level policies. These low-level policies are understood and enforced by network devices for automatic reconfiguration and optimization of network resource usage at runtime. The controller was designed using POX [13], written in Python Language [14], and uses the OpenFlow protocol [15] to coordinate network devices. Experiments have been performed using the Mininet emulator [16].

To the best of our knowledge, this is the first time that policy refinement has been applied to SDNs. The development of a policy refinement strategy specifically for SDNs can benefit from several aspects found in these environments. Firstly, it is possible to more easily collect monitoring information and network traffic data, with the aim of checking whether high-level goals are being fulfilled by low-level rules or not. Secondly, we have the ability to refine policies to lower level ones, which can be (re)implemented in all network device, since the SDN controller uses a standard protocol and interface to determine rules and actions on any network device.

The paper is organized as follows. Section II provides a brief description of the main concepts used in our approach. Section III presents an overview of our policy refinement approach. Section IV presents the operation of the controller. Section V describes the scenarios, experiments and initial results. In Section VI some studies related to our approach are introduced and discussed. Section VII concludes the paper with final remarks, along with a proposal for future work.

II. BACKGROUND

This section provides an overview of the main concepts employed in our approach. Section II-A briefly presents software-defined networking (SDN) and OpenFlow. Section II-B explains the notions of policy-based management (PBM) and policy refinement. Finally, Section II-C describes properties and requirements for quality of service (QoS).

A. Software-Defined Networking (SDN) and OpenFlow

Software-defined networking is a dynamic, adaptable, controllable and flexible network architecture. It provides an extensible platform for delivery of network services, capable of responding quickly to service requirement changes [2]. SDN is characterized by a logically centralized control plane, which allows moving part of the decision-making logic of network devices to external controllers (Figure 1). This provides controller devices with the ability to have an overall view of the network and its resources, thus becoming aware of all the network elements and their characteristics. Based on this centralization, network devices become simple packet forwarding elements, which can be programmed through an open interface, such as the OpenFlow protocol [2].

Briefly, the main elements of an OpenFlow-based SDN architecture are (depicted in Figure 1): (i) a flow table that contains an input and a specific action to be performed for each active flow, and (ii) an abstraction layer that communicates securely with a controller reporting on new input flows that are not present in the flow table. Each entry in the flow table consists of: (a) a mask of fields found in the packet header, which is used to match the incoming packets, (b) counters for collecting statistics for each specific flow, such as number of bytes, number of packets received, and flow duration, and (c) a series of actions to be performed when a packet matches the corresponding mask [17].

OpenFlow is an open protocol that allows the development of programmable mechanisms based on a flow table in different forwarding devices. The OpenFlow protocol establishes a secure communication channel between OpenFlow switches and the controller, using this channel for controlling and establishing flows according to customizable programs [15].

The OpenFlow controller is the central element of the approach. The controller runs customized programs to decide which rules and actions are going to be installed to control packet forwarding in each switch element. OpenFlow is also characterized by the separation between the data plane and the control plane. On the other hand, the data plane is concerned with the forwarding of packets based on rules, called OpenFlow actions, associated with each table entry in the switch. On the other hand, the control plane enables the controller to manage the entries in the flow table and the rules associated with the desired traffic [17].

B. Policy-Based Management (PBM) and Policy Refinement

Policies are defined as a collection of rules which express and enforce the required behavior of a resource. RFC 3198 [18] provides the following definitions for a policy:

- A defined goal or action that determines how present and future decisions are taken. Policies are established or executed within a particular context;
- Policies refer to a set of rules to manage and monitor access to features of a particular ICT infrastructure [19].

In PBM an administrator specifies the infrastructure objectives/goals and constraints in the form of rules to guide the behavior of the elements in a system [20]. The use of PBM presents three main benefits [21]. Firstly, policies are predefined by administrators and stored in a repository. When an event occurs, these policies are requested and accessed automatically, without the need of manual intervention. Secondly,
the formal description of policies permits automated analysis and verification with the aim of guaranteeing consistency to some extent. Thirdly, because of the abstraction of technical details, policies can be inspected and changed dynamically at runtime without modifying the underlying system implementation.

Policies may be seen in two principal levels of abstraction: low-level policies, which are related to a domain or a device, and high-level policies that are more user-friendly. A simple example of a low-level policy is the settings on routers so multimedia traffic packets have higher priority over peer-to-peer (P2P) [22] traffic packets. An example of high-level policies are SLAs [23]. Policy refinement aims to translate a high-level policy into a set of corresponding low-level policies. In other words, using techniques for refinement, a high-level policy such as a service level agreement (SLA) can be translated into low-level policies that are applicable in various elements of a system [24], [25].

SLAs are generally business-oriented, and they leave aside the technical details, which are guided by a service level specification (SLS) and a service level objective (SLO). The SLS is a technical interpretation of the SLA. The SLO is a sub-item of the SLS that contains the parameters to achieve the SLS [26].

![Figure 2. Example policy refinement.](image)

In computer networks, the term quality of service [31] is related to a set of standards and mechanisms for ensuring high performance for critical applications. Through the use of QoS mechanisms, network administrators can use existing resources efficiently and thus ensure the required level of service without the need to expand or over-provision their networks.

### III. POLICY REFINEMENT APPROACH

In this section we present our SLA policy refinement model, and illustrate it with a case-study. We limit ourselves to a Voice over IP (VoIP) QoS scenario for better presentation of the approach, but our approach is generic and can be used for various applications, such as video streaming, replication, and backup. Similarly, it can be applied to various services, such as monitoring, access control, and load balancing.

Figure 3 shows an overview of our approach for SLA policy refinement. We assume as input an SLA that has a high-level specification and determines which guarantees must be fulfilled for the optimal operation of the services. Currently, the refinement process includes a significant amount of manual labor, in which case it requires an administrator to define the initial rules, interpreting and translating each policy level, and identifying the objectives to be fulfilled at the level below, i.e., SLA → SLS and SLS → SLOs (top-down process). The actions and objectives described in lower-levels should be verified in order to determine whether they are faithfully related to the levels above (bottom-up process). In addition, policies can be (re)evaluated based on the feedback provided by the network controller. Finally, the concrete and executable policies translated from the high-level policies are stored in a repository that will serve as input for the implementation of system elements.

The refinement process comprises three stages, which are represented in Figure 3 (the manual and the automatic processes are also indicated in the diagram). In the first stage, a high-level policy (SLA) is interpreted and translated manually
In the third stage, the controller loads the rules of the repository, filtered by all classes of QoS with all requirements, values and associated protocols, storing the concrete rules in a policy dictionary. Next, for each new network flow, the controller performs an analysis phase to enforce the QoS requirements for the application. It verifies each requirement in order to identify the best path in the network, which priority should be given and what network elements should receive the rules. To support dynamic reconfigurations, for each valid change in the second stage, an identifier (Serial #) is incremented to allow version control of the repository. The network controller is configured to periodically read the repository (e.g., every 1 minute), and if the Serial # previously loaded into the system is equal to the one in the repository, nothing needs to change. However, if the Serial # has increased, the controller reloads the services and requirements and applies the new rules.

In order to apply our approach there was the need to customize some functionality in the SDN controller. This was required for collecting information about the network infrastructure, which is later used, for example, to calculate optimal routes. This customization was based on SDN native features only, and thus can be applied to any controller implementation. Therefore, our approach is not tied to any specific controller design or language. For example, topology discovery, which is available in a POX controller from the discovery module, is a native feature of SDN achieved by all controllers in different implementations.

The advantage of our approach, compared to previous investigations of policy refinement in non-SDN deployments, is that a controller holds updated information about the domain and the elements that should be considered for deployment of the concrete low-level policies. From this, the administrator has an overview of the current status of the domain, and can recognize the limits that may affect each SLA beforehand. We plan to develop a Graphical User Interface (GUI) that decomposes policies in order to achieve low-level policies with refinement techniques. Thus, infrastructure operators may introduce SLAs for automatic decomposition. Subsequently, developers of controllers can interpret each low-level policy generated with a system description that indicates the rules that must be applied by the controller for execution.

IV. CONTROLLER PROTOTYPE

This section presents the operation of the controller, which is divided into three phases (Figure 4): (i) Startup Phase: discovers services and possible paths between network elements; (ii) Events Phase: identifies service events and determines the best path based on the characteristics of the network and service requirements; and (iii) Analysis Phase: implements the rules and monitors the network in order to identify possible enhancements for the active flows and reconfigure the structure. The operation of each phase is detailed in the following.

A. Startup Phase

In this phase, the controller reads information from a repository that contains descriptions and requirements of all services that are initially scheduled to run in the network. This information is identified and set by the administrator.
as requirements to perform the low-level policies in order to fulfill the SLA definitions. Thereafter, the controller monitors the network in order to discover the devices and topology. Network devices are instructed to send Link Layer Discovery Protocol (LLDP) [35] packets to report their location on the topology, which is stored by the controller in an internal data structure.

While the LLDP packets are received and stored, a routine for calculating paths between all elements is performed using Dijkstra’s Shortest Path Algorithm [36]. We assume at first that the best path is the one with the smallest number of hops, because at this stage values such as delay and jitter are unknown, thus we consider that these values are initially zero. Subsequently, all paths are sorted from the shortest to the longest path and stored into a list.

Once all possible paths between network elements have been calculated, the controller writes rules (which we call standard rules) in the flow table of the switches that are in the best path between each of the network elements. The purpose of these rules is to handle each new service flow in such a way that its first packet is duplicated, (i) forwarding one copy of the packet to the controller in order to inform it that there is a new service flow, which will be further evaluated (see Section IV-C), but also (ii) handling the duplicate packet with the idea of best-effort network and no-act delay Round-Trip Time (RTT) [37]. After setting up the rules in the switches, the controller inserts in the repository all the update network information collected at this stage.

B. Events Phase

This phase aims to identify events in the network infrastructure. At the moment, (i) Dataflow Event is the only event handled by our controller, but we may extend it to handle events such as (ii) New Device Addition to the Topology and (iii) Dropped Communication Link. Dataflow Events are generated by a new type of service in the network (e.g., a video streaming), and are stored in a services dictionary.

The Events Phase stays in a loop during the operation of the infrastructure. When running a specific protocol, such as VoIP communication, the first few packets of the communication are initially treated by the standard rules and switches are instructed to duplicate the first packet of each new service flow (e.g., between host A and host B), sending a copy to the controller. The controller stores in a list the protocols that are running in a link, which are identified by a function that reads the IP Packet Header and gets the information from the Protocol Field. Then, the controller checks what are the necessary requirements for the proper functioning of such protocol through the information loaded from the repository and decides whether the controller should start the Analysis Phase (see Section IV-C). The Analysis Phase is initiated immediately if the protocol of the new flow is not yet included in the list of protocols for the link, or if some other flow is already sharing the same path but using a different protocol.

C. Analysis Phase

After identifying the service requirements, the controller calculates the new rules for best path, taking into account the specific weights of the service. The calculations are carried for the paths using as weights the bandwidth (BW), throughput (T), delay (D), jitter (J), loss rate (LR), and number of hops (NH) in each link of the physical topology [38]. E.g., for VoIP we define the requirements [39] for calculation of the best link as an amount of bandwidth that varies according to the encoding used, low delay and low jitter, and priority (P). We check the value of each of these requirements using an analysis function that sends Internet Control Message Protocol (ICMP) [40] packets and store the return value in a state vector of links. When calculating the jitter, we store a vector with the 30 last values and calculate the average. For the purposes of our experiments, the requirements of VoIP SLA goals were considered as $D \leq 200ms$, $BW \geq 128kbps$, $J \leq 20ms$, and $P = 9999$. Each requirement/value pair is presented in order of importance. The link that satisfies the largest number of requirements with priority numbered from left to right is chosen as the best path.

These new rules are reconfigured at runtime and only on switches that have the flow, aiming to reduce processing
overhead where there is no need for such rules. Unlike the standard rules, these specific rules are configured with a timeout in the flow table of each element. In our experiments, we set the value of the timeout to 15s (but it can be easily adjusted based on the analysis of the services being executed).

Periodically, the controller checks if the configured links remain the best choices for the current flow. In our experiments, we set the checking intervals to 10x (but these can also be easily adjusted). If at any time the controller identifies that there is a better alternative path, new rules are sent to the switches in order to process the flow as efficiently as possible. If the current path remains the best, the controller only increases the value of the timeout for the rules on each switch for the corresponding flow. This phase stays in a loop during the operation of the infrastructure.

V. SCENARIOS, EXPERIMENTS AND INITIAL RESULTS

This section describes our test environment and some initial results. The experiments were performed on an Intel 2.4 GHz QuadCore processor with 6 GB RAM memory. The scenarios were created using the Mininet emulator. Five scenarios were created in our experiments. An overview of scenarios A, B, and C is shown in Figure 5. Due to the large number of elements, scenarios D and E could not be clearly presented in a figure, but the elements that comprise each scenario are described in Table I.

A. Scenarios

The scenarios that we built had increasing numbers of switches and redundant links, thus increasing path diversity between any two hosts. Table I shows the number of hosts, switches and links in each scenario.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hosts</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>Switches L0</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>Switches L1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>Switches L2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Switches L3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Links</td>
<td>4</td>
<td>12</td>
<td>32</td>
<td>80</td>
<td>96</td>
</tr>
<tr>
<td>Total number of switches</td>
<td>4</td>
<td>10</td>
<td>20</td>
<td>44</td>
<td>88</td>
</tr>
</tbody>
</table>

The topologies used in the experiments were based on Fat-Tree topologies [41] (depicted in Figure 5). By increasing the number of switches and redundant links, these topologies can be used to, for example, maintain system availability in the presence of problematic links and to reduce traffic congestion in the infrastructure.

B. Experiment 1 - Standard Rules

Experiment 1 measures the time spent on the initial calculation of all paths between switches and the establishment of standard rules on all switches in the network. Figure 6 shows the time for calculation and installation of the standard rules during the Startup Phase of the controller.

As can be observed in Figure 6, with the increase in the number of elements and links in the topology, the time to calculate all paths between any network element increases. Even with this growth, we justify the execution of this calculation and installation of these initial standard rules because we want to avoid any delay when new flows arrive. We also take into consideration that, due to the initial calculation, later, in the Analysis Phase (see IV-C), we have already all possible flow paths, which makes the calculation of specific rules faster (as can be seen in Figure 7).

C. Experiment 2 - Specific Rules

Experiment 2 measures the time spent on calculating and installing specific rules when a service is identified. The scenarios used in Experiment 2 are the same as previously described. Figure 7 shows the calculation and installation time of specific rules for the identified service.
The increase in the number of elements in each topology is reflected in an increase in the time for calculation and installation of the rules. There is a minimum time necessary for calculating the specific rules, but that does not delay service flow processing due to the pre-established standard rules.

These results show that due to the calculations performed initially, our proposal is able to perform a quick reconfiguration of specific rules, since we already have a populated list of the best links between switches. As part of our future work, we intend to run more experiments that generate background traffic flows competing with other applications and validate dynamic reconfigurations in our approach.

VI. RELATED WORK

Rubio-Loyola et al. [5] have investigated the sharing of virtualized network resources in software-defined networking. It shows that the ability to program network elements helps to dynamically adapt the network to both predictable and unpredictable changes. The authors present an orchestration plane (OP) which aims to manage the system behavior in response to context changes, and in accordance with business goals and policies. However, the authors do not specify if there is any refinement approach to translate policies in the different abstraction levels.

Regarding policy refinement, Bandara et al. [12] have presented the use of goal design and abductive reasoning to derive strategies that attain a specific high-level goal. Policies can be refined by combining strategies with events and restrictions. The authors provide tool support for the refinement process, and use examples of DiffServ [23] QoS management. The refinement is built on a systematic approach, making strategies derived for the lower levels satisfy the requirements of a high-level policy. As part of our future work, we intend to use similar techniques for improving our refinement process, and explore the dynamic aspects of software-defined networking.

VII. CONCLUSIONS AND FUTURE WORK

QoS mechanisms allow network administrators to use existing resources efficiently and ensure the required level of service without the need of expanding or over provisioning their networks. However, to ensure that QoS requirements are satisfied across the network is difficult, as network devices such as switches and routers are heterogeneous and have proprietary interfaces. Moreover, QoS architectures such as DiffServ [23] and IntServ [42] are built over current networks. These are based on distributed hop-by-hop routing, without a broader perception of global, network-wide capabilities. Alternatively, in SDN networks, the controller element has an overall view of the infrastructure and the services running on it.

Policy-based management in SDNs can be used to specify goals and constraints in the form of rules to guide the operation of network elements. Policy abstractions can be used not only to adapt the controlled system, but also to adjust the policies themselves, changing their behavior to better achieve the system goals. For example, a policy may add QoS control rules for network monitoring and traffic analysis. If the rate at which the network is read is too high, communication costs for monitoring will end up interfering, and generating more traffic. However, if it is excessively low, the system may not be sufficiently aware of changes, failing to fulfill specific objectives. To solve this problem, trends in behavior can be analyzed and policies adjusted dynamically to better reflect the needs of specific resources.

In this paper, we advocate the use of policy refinement techniques in SDNs. We aim to remove much of the manual workload of administrators in the configuration of network elements. In particular, we focus on the refinement of QoS requirements for different applications and services (specified in SLAs) into the configuration of controllers and switches. As a result of our approach, we identified the resources that need to be configured in accordance with the SLAs, and successfully executed reactive dynamic actions used in the reconfiguration of the infrastructure. Our experiments have shown that an initial calculation of best-effort paths between network elements can increase the performance of the network during runtime. Certainly there is an overhead related to the startup phase of the controller. However, this is justifiable as it improves the performance of the network during runtime. In a traditional SDN network, the first packet of a new service flow is forwarded to the controller, incurring an RTT delay at the start of each flow, where there is still no rules in the flow tables of switches. Our standard rules created at the startup phase of the controller help to mitigate this problem. Our approach provides an improved flow processing strategy, by reorganizing flows upon the arrival of new service requests.

The policy refinement approach just described is still a work in progress. As part of our future work, we plan to study other case-studies to validate the broader applicability of our work. We are also going to assess how the work presented in this paper can be generalized to other types of SLA and QoS requirements. Furthermore, we are going to investigate techniques that can be used to automate the refinement process. We also intend to investigate techniques for detection and resolution of policy conflicts. Conflicts may arise due to omissions, errors or differing requirements of administrators when specifying policies. One common source of policy conflicts is the refinement process itself, during the translation of high-level goals into implementable low-level policies [43].
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